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Abstract—Over the last few years, we have witnessed a growing interest in computer-assisted pronunciation training (CAPT) tools and the commercial success of foreign language teaching applications that incorporate speech synthesis and automatic speech recognition technologies. However, empirical evidence supporting the pedagogical effectiveness of these systems remains scarce. In this study, a minimal-pair based CAPT tool that implements exposure–perception–production cycles and provides automatic feedback to learners is tested for effectiveness in training adult native Spanish users (English level B1–B2) in the production of a set of difficult English sounds. Working under controlled conditions, a group of users took a pronunciation test before and after using the tool. Test results were considered against those of an in-classroom group who followed similar training within the traditional classroom setting. Results show a significant pronunciation improvement among the learners who used the CAPT tool, as well as a correlation between human rater's assessment of post-tests and automatic CAPT assessment of users.
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I. INTRODUCTION

Over the last decade, the assumption that information and communication technology is at a stage where it can contribute to the teaching of second language (L2) pronunciation and to the automatic diagnosis of L2 goodness of pronunciation (GOP) has fueled much debate and has led to a number of interesting practical proposals [1], [2], [3]. This assumption is partly based on the quality attained by current automatic speech recognition (ASR) and text-to-speech (TTS) systems. Google's machine-learning voice recognition, for example, has achieved a word accuracy rate of 95% for the English language, therefore reaching the threshold of human accuracy [4]. On the other hand, research on the quality of TTS has led Google to assert that deep neural network (DNN) technology already produces near-human speech for some speaking situations [5]. Furthermore, these technologies are offered out-of-the-box as part of the Android operating system, and the open application programming interface (API) allows easy development of multi-platform L2 teaching tools incorporating ASR and TTS.

Nevertheless, while computer-assisted learning of L2 grammar and vocabulary have been thoroughly measured and studied [6], [7], [8], [9], there have been relatively few attempts to empirically measure the extent to which these, or any other available speech technologies, may assist in the teaching and diagnosis of L2 pronunciation. There is virtually no reflection on how such systems could actually be integrated with pronunciation teaching protocols, from the methodological point of view.

In previous work, we reported on the design of a learning game for teaching L2 segmental pronunciation (i.e., the teaching of single speech sounds, like vowels, disregarding intonation and other suprasegmental aspects of connected speech [10], articulated into freely selected minimal-pair tasks of exposure, discrimination, and production. The system was able to discriminate the pronunciation competence of different users: those with a certified higher level consistently obtained higher scores in the game [11]. We have also reflected on the degree of engagement generated by the tool [12], [13]. However, our findings in relation to the actual teaching efficiency of the system have been less conclusive: the introduction of corrective feedback [14], [15] allowed us to confirm that there was pronunciation improvement among users after the first few turns, while protracted use of the tool seemed to invariably lead to stagnation. An extra complication concerning the assessment of pronunciation improvement among users had to do with the freedom of movement granted to them and, therefore, with the already mentioned lack of control on the part of the system. While the more game-oriented users tended to boost their score by repeating those tasks they found easy and avoiding more challenging exercises, those who were more interested in actual learning insistedently returned to the difficult sounds, even at the expense of their final scores. Though not necessarily faulty per se, these dynamics made it difficult to reach final conclusions concerning the tool’s global effectiveness and efficiency. For that reason, in the present study we have decided to temporarily move away from the game paradigm, and work with a version of our computer-
assisted pronunciation (CAPT) tool that should no longer be considered a learning game, but rather, a computer-assisted teaching tool.

Our present goal is to empirically determine whether the use of the tool allows students to improve their pronunciation at the segmental level, and to ponder the degree to which any performance improvement is comparable to that obtained through similarly designed and structured in-classroom training. Our goal has nothing to do with predating the superiority of one particular teaching procedure, but with determining and assessing the range of improvement procured by the use of our CAPT tool.

In the present study, we set out to generate knowledge on a number of relevant issues according to three main research questions (RQ):

**RQ1:** Does our CAPT tool contribute to the teaching/learning of pronunciation at the segmental level?

- **Issue 1.1:** Is there a relative improvement in the students' pronunciation after using the tool?
- **Issue 1.2:** Is this improvement, if detected, sufficient/worth considering from a quantitative point of view?
- **Issue 1.3:** Are the students' difficulties (most difficult phonemes, perception vs. production) identified by the tool?

**RQ2:** Can off-the-shelf TTS and ASR systems be successfully and non-obstructively used by segment-focused CAPT tools?

**RQ3:** To what extent can methodologically sensitive design issues such as the use of minimal pair exercises within the exposure–discrimination–production cycle affect users' segmental pronunciation improvement?

## II. BACKGROUND AND RELATED WORK

Concern with pronunciation teaching methods has increased over the last decade. In the survey of 75 L2 pronunciation studies analyzed in Thomson and Derwing [1], sparse research on pronunciation instruction was reported until 2005 [16]. In particular, 26 empirical and replicable L2 pronunciation studies were published before 2005, and 49 more appeared between that year and the end of 2014 [1] (most of the analyzed material had been published as journal articles, Ph.D. theses and conference proceedings). Many of these studies (56) were concerned with L2-English pronunciation. However, only 29 featured the use of CAPT tools, and few resorted to ASR or TTS technologies. The meta-analysis of most of the studies surveyed in Thomson and Derwing [1], carried out by Lee et al. [17], evidenced pronunciation improvement following instruction. In our present study, we are particularly concerned with the methods that incorporate such systems, and the way they have been made subservient to the teaching goal: Section II-A shows the innovative value of the exposure–discrimination–production cycle in the state of the art (RQ3); and it shows why the quality of ASR and TTS constitutes a relevant concern for CAPT tools (RQ2). Also of particular interest to us, in our search for antecedents, is the way in which different CAPT systems have faced the challenge of assessing the pronunciation of users: Section II-B highlights the importance of measuring the users’ improvements, legitimizing our approach (RQ1).

### A. CAPT Methodologies

Over the last two decades, CAPT tools have been designed for a variety of environments, from desktop applications in multimedia laboratories [18], [19], [20], to Internet [21], [22] and mobile devices [23]. The list of designs includes such systems as Talk-to-me [24], [25], PLASER [26], or PARLING [27], among others. Some of these systems rely on available software like the Nuance Dragon Dictation software or NaturalReader TTS. The possibilities for integrating a large variety of promising software within the rich domain of pronunciation teaching methods turns CAPT into a complex and very creative venture [1].

Systems that attempt to emulate traditional classroom procedures [1] seem to be adopting a substitution agenda, or at least considering the possibility of a replacement of human-led pronunciation teaching. Other systems are, like ours, more concerned with the possibility of complementing traditional teaching with the incorporation of innovative strategies that rely on the use of speech technologies (e.g., ASR, TTS, etc.) [28], [29].

The use of computers in the teaching of pronunciation has been welcomed by those who perceive in this practice a potential for stress-free learning, learning-autonomy, adaptation to learners’ needs and pace, practically unlimited input, intensive practice, immediate automated and individualized feedback, and dynamic forms of assessment [30], [31]. Risks of obstructive use are less actively noticed. Mainly due to the limitations of current automatic recognition and diagnosis, obstructive CAPT systems would accept wrong pronunciations, or reject acceptable pronunciations, or provide users with inadequate feedback [32]. Interestingly, even with their limitations, current ASR systems might, in the end, prove useful; this is so under the unchecked premise that whatever is difficult for the ASR must also be so for our students: homophones, minimal pairs, allophones occurring at word boundaries, and negative cases. If this is the case, ASR systems at their current level of development would help us anticipate pronunciation difficulties experienced by prospective L2 learners [33].

In applying computer technology to the teaching of pronunciation, designers must find their way around a vast field of methodological choices. There are systems committed to the segmental level [26], [28], [34], [35], and systems that focus on suprasegmental aspects such as stress or intonation [36], [37], [38], [39]. Designers who focus on the suprasegmental level usually take sides with comprehensibility in relation to another classic dilemma: that of defining the final goal either as native-like pronunciation or as the attainment of global intelligibility [40], [41].

Issues of intelligibility within the CAPT domain become particularly interesting when ASR technologies are used to diagnose pronunciation and provide feedback [20], [23], [24], [25]. Typically, a given pronunciation is marked as correct when it is recognized as the expected word by the integrated ASR system. Current ASR technologies may also allow for a
regulation of the system that translates into different levels of difficulty [24], [25]. It is also possible, for example, to show in real time, as a form of diagnostic feedback, the hidden Markov model (HMM) scores obtained by a user in the production of a given set of minimal pairs [27], [28]. In Akahane-Yamada et al. [28], users are also automatically provided with a numerical score from the ASR. However, there are grounds for questioning the usefulness of a feedback format where, as Hincks [24] points out, users are systematically headed towards iterative trial-and-error cycles, and nothing more, whenever a low score is attained.

Humans are able to intuitively learn sounds through simple exposure and imitation, without any theoretical explanations. Nevertheless, many defend the convenience of explicitly describing and teaching the articulation of sounds [42]. CAPT systems are very adaptable in this sense: they may discard explicit articulatory instructions [27], they may mandatorily incorporate them [20], [28], or they may let the user decide whether they want them or not [24], [25]. When explicit descriptions are incorporated, recourse to fixed and moving images (describing the movement of articulators) are easily incorporated through available technologies [43]. Explicit information for preparation or feedback, on the other hand, need not be restricted to articulatory descriptions: tools for acoustic analysis may be integrated, providing the spectrographic description and formantic values of the model and produced sounds [28].

Whenever users are purposely exposed to models of good pronunciation, there are also important decisions to be made concerning quantitative and qualitative aspects of the voice to be used. Different designs tend to include a single voice, a reduced number of them, or, as in the case of high variability phonetic training (HVPT), a large gallery of different voices [35], [44]. Qualitative issues concerning the nature and quality of the model voice must be considered. Some have been working with recordings by native speakers [18], [19], [45], [46], [47]; some have used manipulated natural speech [34], [35]. While natural voice predominates, recent designs are introducing synthetic voice through TTS systems [48], [49]. As mentioned earlier in the introduction, despite a certain amount of controversy concerning the pedagogical use of TTS systems in L2 teaching, there is empirical evidence that supports its applicability [50], [51], [52].

B. Assessment of Pronunciation Improvement

As regards the evaluation of the improvement in pronunciation when using CAPT systems, there are no common guidelines. In addition, there are barely any objective studies involving the use of ASR and TTS systems. The first measurement approach is to evaluate different activities using scores assigned by human evaluators. Different rating scales are used. The most usual is to compare the pre-test score with the post-test score. This approach varies according to whether it is segmental, suprasegmental, both, or conversational. As for the segmental level, the use of minimal pairs to evaluate the perception and production of isolated phonemes is tested by Wang [35] and Bradlow et al. [44]. There are studies that, instead of using minimal pairs, use lists of words to evaluate perception and production [18], [34], only perception [53], or only production [36], [39], [45], [46], [54], even at a suprasegmental level. Some systems analyze the words read by learners in sentences and the beginning and end of sentences: in Tanner and Landon [41], only improvement in the perception was considered; whereas in other works only production [19], [21], [37], [38], [39], [47]. Less controlled methods are also used, such as oral presentations [40] and the analysis of conversations [18], [19], [22]. For the latter method, spoken dialogue systems are also used [55].

Few studies measure the improvement after training with an ASR-based CAPT tool. In Akahane-Yamada et al. [28], the effectiveness of the ASR tool used to evaluate the minimal pair production is assessed. Improvement in perception and production of words and sentences is evaluated by Burlerson [56] and Liakin et al. [24]. The production of words in sentences is analyzed in Liakin et al. [48], Neri et al. [20], [27], and Tomokiyo et al. [43]. Finally, a mix of minimal pair activities and reading sentences is presented in Mak [26].

Studies on the application of TTS to L2 pronunciation teaching are still scarce, some of them proposing a combination of natural and synthetic speech [35], [48], and some exploring the effectiveness of using TTS in self-study [57].

An alternative approach to measuring pronunciation improvement uses objective measures and optionally correlates them with the scores of human evaluators. These objective measures can be those that indicate if a pronunciation is acceptable, measures of the quality of the pronunciation, such as GOP or ASR confidence scores. In Moustrofus and Digalakis [58], it is claimed that pronunciation scores (Gaussian mixture models log-likelihood and HMM confidence score) based on both L1 and L2 language characteristics of learners have a better correlation with human scores than those based only on characteristics of the L2 language. In Neri et al. [20] and Witt and Young [59], a phone-level comparison (likelihood-based GOP) is done to assess the pronunciation mistakes by comparing non-native speech to native speech. The objective scores of PhonePass, an HMM-based ASR software, were used by Hincks [24]. Subsequently, they were correlated to human rater scores [25]. Different ASR system outputs were used for the assessment of young children’s basic English vocabulary [60], [61]. They based their work on phoneme-level language modeling and proved that this can be used to obtain good classification results, even with a relatively small amount of acoustic training data.

III. DESCRIPTION OF THE CAPT SYSTEM

A. Pedagogical Basis

Our approach is strictly segmental and based on the minimal-pair technique. In our tool, users’ progression through the different tasks is automatically decided by the system depending on their performance. A core of mandatory tasks is combined with an at-will detour through a series of reinforcement exercises. We use word-based exercises and feedback in the form of articulatory instructions [43]. Our instructions are not just presented in written format, but as audio-visual
events, a feature already used by Neri et al. [20]. Our exercises are pair-based rather than word-based and, consequently, their reliance on phonemic contrasts promotes the increase of phonological awareness. Although sporadically used (see [19], [20], [28], [43]), few systems give such relevance to, or benefit so much from, the minimal-pair technique [26].

Like other systems, our CAPT tool adapts to the user. Our adaptation mechanism does not incorporate recommendations based on specific learner models (see ProTutor, [62]), but responds to the user’s will to move in one direction or another within the training program (see PARLING, [27]). It also adapts to a user’s performance, hence it incorporates an element of progress monitoring and control. This performance-dependent next-move strategy constitutes a novel automation feature that is absent from other tools, where users also receive diagnosis, but can only advance manually. Our tool imposes constraints on (1) the phonemes to be practiced, (2) the order in which they are confronted, (3) the number of mandatory sessions to be undertaken, and (4) task progression within sessions. It also gathers relevant information about user improvement, a feature not contemplated by otherwise similar tools [23], [48]. Although we share in Hincks’ [24] suspicions about the reliability of automatic scores of ASR in assessing users’ production, our tool resorts to ASR to obtain binary (right–wrong) ratings of word production, implementing error-based feedback that goes beyond the mere iteration of trial-and-error cycles.

Our training protocol, the design of the pre- and post-tests used in our experiment, and the criteria used in their assessment, are partially based on the native cardinality method (NCM) [63], [64], and other similar programs [65], [66], [67]. A core feature in NCM is the use of the mixed minimal pair, containing a Spanish monosyllabic word, like san (saint) and a similarly sounding monosyllabic English word, like sun.

Our tool follows NCM dynamics in its implementation of exposure–discrimination–production cycles, in this particular order. The rationale behind the cycle could be described as follows: first, we raise the user’s awareness of a particular English phoneme, and then we prompt them to produce it (for a theoretical discussion of the method see [63], [64]).

As for the raising of phonological awareness, our tool presents users with model pronunciations of mixed pairs, recorded by a proficient bilingual speaker. This allows them to experience and reflect upon perceptual contrasts between confusable Spanish and English phonemes. The strategic decrease of speech rates, both in natural speech and TTS renderings, further favors reflexive listening by the user. Once users have been made aware of fundamental inter-linguistic contrasts, discrimination and production tasks revert to the traditional L2–L2 minimal pair drill. Carefully designed exposure, then, mediates the inductive discovery of the L2 phonemes from first-hand perceptual experience. When this experience is integrated and memorized, success at recognition and identification through discrimination exercises favors confirming and deepening acquired knowledge of L2 phonemes.

The last step consists in producing the new phonemes that are already mentally acquired (as attested by the fact that they can be identified). Recent research has emphasized the importance of getting the learner to notice her or his own errors [68], [69], [70]. Placing production tasks at the final stages of the training process ensures that learners are no longer imitating an externally presented model, but trying to build the sound by accommodating to a mental representation of it, already acquired in the previous stages. In this way, students are expected to detect mismatches between mental and physical forms; they should be able to self-diagnose accuracy and know when self-correction is in order.

The notion of different learners learning differently, according to individual styles and abilities, has been gaining relevance among researchers in the field over the last few years [71]. It is not surprising that many students manage to jump from perceptive memory to accurate production by dint of sheer intuition. For others, articulatory instructions might be necessary. The topic of whether explicit instruction in phonetics assists improvement remains rather controversial [46]. In NCM, rigorous and detailed articulatory descriptions are offered, although they do not constitute a necessary, defining or exclusive characteristic of the approach. Each of our tool sessions, on the other hand, is prefaced by a brief theory video. It is not so much the articulatory descriptions provided, but the exposure to mixed minimal pairs spoken by a single speaker, proficient in both languages. As well as providing the perceptive induction-oriented experience mentioned above, our videos incorporate instructions in the NCM style, that is, they indicate the kind of transformations to be practiced upon an L1 sound in order to turn it into an L2 sound.

Both articulation and perception cues are used. In this sense, we try to address different learning styles. In the videos and during the training sessions, our tool follows NCM in its use of phonetic transcriptions that follow the International Phonetic Alphabet’s conventions [72], under the assumption that any particular aural memory will benefit in terms of recollection from attachment to a specific non-ambiguous visual form. There are other less obvious but essential NCM features that inform our training tool. For example, English vowels are ascribed to one of five elemental regions, coinciding with the five Spanish vowels. The version of the tool that we tested for this research project teaches English monophthongs of the [a] and [e], and [i] regions; that is, English vowels whose articulation and acoustic properties are relatively close to Spanish [a]–/a/, [e], [i], Spanish [e]–/ɛ/, and Spanish [i]–/i/, [I].

B. User Interaction Stages

User interaction with the CAPT tool can be described in terms of eight fundamental steps or stages. After logging in (stage 1), the user selects the next available lesson (stage 2). Each lesson is associated to a particularly difficult vowel contrast and twelve minimal pairs are available for the tasks of that lesson [73]. Lessons must be undertaken in a consecutive order.

Each lesson includes a range of task types organized around five overarching training modes, which are presented to the user through the Modes menu (stage 3) after selection of the next available lesson in stage 2. A user’s navigation through those five modes is described in Fig. 1. For each lesson,
the user goes through Theory, Exposure, Discrimination, and Pronunciation modes in that strict specific order. Then, a final Mixed mode follows where discrimination and production tasks alternate randomly. Each mode contains a fixed number of mandatory task tokens or instantiations of its characteristic task type (see Table I). Workflow with the tool is subjected to strict control by the system: neither lessons, nor modes within lessons, nor tasks within modes can be skipped or carried out in an order which is different from that established by the tool.

Fig. 2 shows screen captures corresponding to the four basic modes associated to each lesson: Theory, Exposure, Discrimination, and Production. The Mixed mode includes a random sequence of Discrimination and Production tasks which proceed through screens similar to those shown in Fig. 2 for the corresponding modes.

Stage 4 is accessed through the Theory (THE) link on the Modes menu. This is the first training mode, where a video describing the target vowels of the lesson in the NCM fashion is presented to the user. The option to advance to the next mode only becomes available at the end of the video. Within the 60 minutes afforded to each session and at their own discretion, users may choose to review this material as many times as they want. Work distribution and time control, in this group, are left in the hands of participants.

Although preliminary exposure to the contrasts constitutes an essential component of the theory videos, this aspect is further reinforced through the second training mode, Exposure (EXP), at stage 5. In this mode, three tokens of a minimal-pair task type are presented to the user, divided into listen–repeat–compare tasks for each minimal pair. The Exposure task type features the orthographic and phonemic forms of the two components of a minimal pair. Clicking on the respective play-buttons activates synthetically generated model pronunciations of each word to which the user must pay attention. Synthetic output is produced by Google’s offline TTS tool for Android. Upon clicking, each word is automatically produced five times, each repetition being noticeably slower than the previous one. This mode offers users a first-hand unmediated aural experience of each contrast in order to assist their assimilation. After listening to each minimal pair five times (listen), users are invited to record their own versions of the two words (repeat) and to compare these to the synthesized outputs, at least once per word (compare). Synthesized and recorded versions of the word are consecutively reproduced when the student clicks on the ‘play’ button. Thus, users are implicitly prompted to carry out a subjective evaluation of their own productions, through comparison with a sanctioned model. After all previous required events per minimal pair (listen–repeat–compare) are completed, participants are allowed to remain in this mode for as long as they wish, listening, recording and comparing at will, before returning to the Modes menu.

Stage 6 is accessed from the Modes menu when the Discrimination (DIS) button becomes active and is clicked on. In this mode, participants are presented with written and transcribed minimal pairs, where only one of its constituents is synthetically generated. The challenge consists in identifying which of the words is being produced by the TTS. In this task type, the element to be synthesized is randomly selected by the tool. Users are allowed to listen to the synthesized words as many times as they want. The speed of delivery of the synthetic models varies alternately between normal and slow production rates. A total of ten discrimination tokens are presented within each discrimination mode. The tool reacts...
to the right and wrong choices by issuing a characteristic right/wrong sound, and by highlighting the word in green (success) or red (failure).

Clicking on the Pronunciation (PRO) button in the Modes menu leads to stage 7. The task type in this mode challenges users to produce the words of a minimal pair, separately, with as much precision and distinctiveness as possible. Here we rely on Google’s ASR for Android to automatically discern from non-acceptable inputs. The tool reacts to the user’s pronunciation of each word with a right/wrong sound and by changing to green or red. Up to five attempts per word are allowed, rather than a single attempt, in order to avoid discouragement. After three consecutive failures, a ‘play’ button appears on the screen, inviting the user to listen to a synthesized version of the target word, as a means to provide corrective feedback.

After passing the Pronunciation mode (see Fig. 1), the user is directed to the Modes menu and allowed to enter stage 8, Mixed (MIX) mode. This works as a review mode, since it incorporates again both discrimination and pronunciation tasks. Notice, however, that the random succession of these two types of tasks in the Mixed mode brings forth an extra demand: it measures not only the skills acquired in Discrimination and Pronunciation modes, but also the ability to shift between them. The Mixed mode takes participants one step closer to real communication environments, where speakers must be ready both to discriminate and produce effective language. In this mode, production and discrimination tasks alternate randomly, summing up a total of nine task tokens (four discrimination tasks and five pronunciation tasks).

The score achieved in each of the five training modes accumulates, in percentage terms, and is shown in the Modes menu for each lesson. The accumulated score achieved for each lesson (expressed as a percentage) is regularly updated in the Lessons menu. Access to a new lesson is only activated when a minimum score of 60% is attained in each of the modes of the previous lesson. When reaching a score below 60% in either Discrimination, Pronunciation, or Mixed modes, users must do it again. A threshold over 50% reduces the incidence of success by chance, particularly in two-choice tasks, while keeping the threshold at 60% still offers the possibility of maximally discriminating up to five levels of success (6, 7, 8, 9, 10). When this threshold is not achieved, the tool prompts the user to go back to the Theory or Exposure modes before attempting the mode again, in order to review the theory of problematic vowels (THE), and to perceive again (EXP) the contrasting sounds practiced in the failed mode. When the review is over, users are brought back to the pending mode (see Fig. 1).

C. User’s Activity Logs

Our CAPT tool monitors all user activities and gathers data associated to all low-level interaction events. These data are saved into local log files and automatically uploaded to a web server. We have identified and defined a set of experimental variables, from which quantitative measures can later be derived in order to provide consistent answers to our RQs. The experimental variables of our study are the following:

1) Training intensity (directly related to research questions RQ3, RQ1.2, RQ1.3). This computes the number of events tracked in each session of the experiment. It is derived from the number of exposure, discrimination, and recording/production tasks; the number of times a particular phoneme is practiced; the number of attempts in each training mode; the number of lessons and sessions in which the user has participated; and the time a word is listened to (including both listening events imposed by the system and those requested by the user).

2) Training performance (RQ3, RQ1.2, RQ1.3). This measures the success attained by the participant during a specific time of each event tracked. The variable encompasses right and wrong discrimination tasks; right and wrong pronunciation tasks; success rates in discrimination and production tasks per phoneme; number of training modes and lessons passed and failed; and the time spent on watching videos and performing training events, modes, and lessons.

3) Pronunciation improvement (RQ1, RQ2, RQ3). This considers the scores achieved in each training task, mode and lesson. Our tool also provides a final software score, that is, a total score granted by the application to each user at the end of the last session (see Section IV-C). Our experimental design includes a groupwise comparison of these scores with those assigned in the human-rated post-test.

IV. Method

We have implemented an approach similar to that used in Akahane-Yamada et al. [28] to evaluate pronunciation improvement; in our case, we compared the results obtained by users in a pre-test and a post-test, both based on minimal-pair production. In accordance with the NCM and other experts [58], our tool is specifically designed for L1 Spanish speakers learning L2 English pronunciation. In previous work, we determined that the N-best list of candidates and the scores provided by Google ASR could be satisfactorily used to correctly classify different levels of pronunciation [11] and reported on the evolution of pronunciation improvement over time [12]. In the present study, we focus on the correlation between the scores obtained during the training and those obtained in the post-test, on the one hand, and pronunciation improvement between pre- and post-test scores, on the other. The reliability of results rests on independent scoring by three raters, the verification of inter-rater agreement, the comparisons of scores in the pre/post tests and on the correlation between subjective and automatic assessment.

A. Participants

The participants in our study were recruited from a group of 20 students who had qualified and registered for an English as foreign language (EFL) B1–B2 student course at the Language Center of the University of Valladolid. This institution distributes its prospective students to its different courses by
means of a rigorous level test. By recruiting participants in this way we ensured (1) that our experiment realistically reproduced the diversity of students that attend the same course of the Language Center of the University of Valladolid; and (2) that all participants had initially the same level of English; by choosing to work with a course for strictly selected B1–B2 students, we also ensured (3) that any recruited students would have very little or, more likely, no previous training in English phonetics (eventually, pre-test results proved this to be the case).

An offer was made to all the students who had registered for the course, through the mediation of the instructor, and with the acquiescence of the institution’s authorities, to cover a small part of the course program (more specifically, the teaching of a few English phonemes) by using a CAPT tool. The first 10 students who applied for it were welcomed as our experimental group. Two of them (20%) were female, and the other 8 (80%) were male. Their average age was 26 years (M = 26.4, SD = 5.5). These students worked with the CAPT tool for three one-hour-maximum sessions.

Additionally, an agreement was reached with the instructor of the course to cover the same material, during the same weeks, and through the same amount of one-hour sessions, with the rest of the students. This in-classroom group consisted of 8 members (two students dropped out for personal reasons unrelated to our study) of whom 5 (63%) were female and 3 (37%) were male; their average age was 24 years (M = 23.9, SD = 4.31). The instructor also agreed not to use any computer-assisted interactive tools in her sessions.

All 18 course students (in both experimental and in-classroom groups) were explicitly requested not to do any extra work in English (extra lessons, conversation exchanges with natives, etc.) during the four weeks that our experiment lasted. All of them agreed to comply with this condition. And all 18 students graciously agreed to and actually did take a pronunciation pre-test shortly before the beginning of the experiment, and a pronunciation post-test shortly after the end of the last session covered in both teaching conditions.

B. Protocol Description

The four-week experiment included a pre-test, a post-test, an experimental group, and an in-classroom group, as shown in Fig. 3. Pre- and post-test recordings were carried out using professional recording equipment in a quiet room.

Subjects took a 25-contrast pre-test, under the sole supervision of a member of the research team, and were asked to read aloud the minimal pairs/triplets presented in the contrasts (see Section II-C for scoring details). They were free to repeat each contrast as many times as they wanted whenever they thought they might have mispronounced them. We imposed no time limitations. As described in Section III-A, the test included contrasts of the English pure vowel /æ/ /a/, /e/, /i/ /i:/ that are usually reduced to Spanish [a], vowel /e/, that is often realized as a closer Spanish [ε], and vowels /i/, /i:/ usually reduced by Spanish natives {i}. Each participant took an average of 79.72 seconds to complete the pre-test, with a duration ranging from 59 to 107 seconds.

The words used in this version of the tool constitute a closed list of minimal pairs selected and supervised by an expert, ensuring that they are all recognized by the ASR system, and that homophones are adequately processed.

A week after running the pre-test, participants in the experimental group took part in three 60-minute training sessions. These sessions were separated by a 72-hour gap in order to avoid fatigue and to allow for learning consolidation [74]. In-classroom and CAPT sessions took place at the same time in different locations (classroom and laboratory). In both conditions students were given up to 60 minutes to complete the proposed training session. The tool’s approach to the practice schedule is based on lessons. Each session contains two lessons and a minimal pair is practiced in each lesson (block distribution). Nevertheless, most phonemes were retaken in later sessions (spaced distribution) as follows: in the first lesson (lessons 1 and 2), phonemes /æ/-/æ/ and /æ/-/a/ were contrasted. In the second session (lessons 2 and 3), /æ/-/æ/ were dealt with, as well as /ε/-/ε/. The last session (lessons 3 and 4) involved the contrasts /i/-/i/ and /i/-/e/. Only /i:/, a vowel that is pretty much interchangeable with the Spanish /i/, was left out of a repeated practice scheme.

Students in the CAPT condition exclusively used the CAPT system during the training sessions. The software application was installed in the computing laboratory at the Languages Center and run on each desktop using an Android emulator [75]. Before starting the first session, CAPT users were briefly instructed on how to use the software. Participants worked on their own and without human interaction in all sessions. Each student in the CAPT condition worked inside a cubicule, separated by glass dividers, and used a headset with microphone (Logitech H390). Along the three experimental sessions, a total of 72 minimal pairs were presented to participants (12 in each lesson). We took some precautions not to repeat too many of the pre-test and post-test words in the working sessions: just 10% of the total 144 words (15 words) used by the application were also present in the pre-test and post-test.

In-classroom group training sessions were guided by an L2-English teacher with a vast experience in English phonetics. The program included the same phonemes covered by the tool: /æ/, /æ/, /ε/, /ε/, /i/, /i/. Each 60-minute session began with around 10 minutes of explicit articulatory instructions and auditory descriptions of the sounds, with ample exposure to contrasting examples. These examples were both produced by the instructor and extracted from the audio materials of an EFL handbook. All pronunciations were consistently within the range of standard American accent (General American).
exposure, students practiced auditory discrimination activities using materials from the same handbook; they listened to word recordings produced by the instructor’s computer and were asked to match them with printed pictures representing the meaning of the words, and/or with their printed orthographic/phonetic representations. Then they were asked to read aloud pairs and trios of contrasting words, containing the targeted vowels. They carried out this task publicly, and under the supervision of the instructor, who provided real-time feedback and prompted repetition when necessary. Throughout the lesson, the instructor allowed participation turns in a uniform way, ensuring the equal participation of all 8 students; she answered questions and produced model pronunciations upon request; she also diagnosed pronunciation errors publicly (that is, for the benefit of all attending students) and provided the necessary corrective feedback. Each session was closed with a 5–10 minute review.

Finally, one week after the last training session a post-test was given to participants in the two groups. The post-test contents and conditions were identical to those of the pre-test. Each student took an average of 95.61 seconds to complete the post-test, with a duration ranging from 62 to 140 seconds.

C. Scoring Procedures

Our conclusions concerning pronunciation improvement derive from the computation and analysis of the differences between the pre-test and post-test results, and consequently rest upon the reliability of the human rating involved in the assessment of both tests.

The testing and assessing used for pre-test and post-test rating were grounded in the NCM perspective (see Section III-A). Three specialized English-L2 pronunciation teachers from the University of Valladolid were recruited for rating the tests. The three of them were trained to perceive and assess slight deviations from American standard pronunciation and subtle processes of L1–L2 feature transfer, and the three applied the same criteria for scoring the tests. They revised a jumbled array of pre-test and post-test audio files without any indication as to which files were pre and which were post; the files were strictly anonymous. During the process, raters neither interacted with each other, nor with the participants, and we did not impose any extraneous assessment procedure on raters.

The three raters had experience in the academic assessment of pronunciation at the segmental level, and all of them were familiar with the scoring system we are about to describe, which is actually their usual way of scoring. Raters evaluated the pronunciation of isolated words, presented in random order and independently. They applied a 3-point scale, in 0.5 increments. According to their experience, the five-level scale [1–1.5–2–2.5–3] they usually apply in their courses provides a reasonably good frame for the discerning and assessment of segmental pronunciation. Since the Spanish educational system traditionally works with a [0, 10] scale, raters usually apply a linear scaling of the marks in order to map the scores onto the traditional [0, 10] scale.

For students in the CAPT condition, quantitative scores were computed from the success results gathered from the tool in completing DIS, PRO and MIX modes. For each student, the CAPT tool provides a quantitative software score \( \overline{T} \), based on the score achieved in each one of the six lessons:

\[
\overline{T}_s = \frac{1}{6} \sum_{i=1}^{6} L_{s,i} \in [0, 10].
\]

where \( s \) is the speaker, \( i \) is the lesson and each lesson score, \( L_{s,i} \) is defined as:

\[
L_{s,i} = \frac{1}{3} \sum_{j=1}^{10} (DTT_{s,j} + PTT_{s,j}) + \frac{10}{3} \sum_{k=1}^{9} MTT_{s,k} \in [0, 10].
\]

where \( s \) is the speaker and \( i \) is the lesson. The score in the Discrimination, Pronunciation, and Mixed modes are based on the number of successfully performed discrimination (\( DTT \)), pronunciation (\( PTT \)) and mixed (\( MTT \)) task tokens, respectively (see Table I).

V. RESULTS

A. CAPT Tool Users’ Interaction

Table II shows high rates of active user-time invested in interactive tasks (101 minutes out of the total 180 minutes in three sessions). The remaining time (times-out row, 13.2 minutes) is spent on transitions between tasks. Production across tasks (EXP, PRO, MIX) registers more time investment, on average, than other forms of involvement (a total of 56.0 minutes in three sessions); at the other end, listening to pairs in exposure and pair discrimination registered only 3.6 minutes each. A third of the total time was spent on the theory phase (viewing videos, 31.2 minutes). Even more time was spent on PRO tasks (39.7 minutes).

Table III reports the use of the CAPT tool by the users (see Section III-B for events description). Mand. and Req. mean mandatory and requested listening events; the former are imposed on the user as part of training, the latter are freely requested by users. In both cases, TTS synthesized versions of model words are used. On average, users listened to the TTS system 831.2 times (calculated as the sum of the EXP, DIS, PRO, and MIX #Mand.listenings and #Req.listenings values of column \( \pi \)) and used the ASR system 615.6 times (calculated as the sum of the PRO and MIX #Productions values of column \( \pi \)), giving a rate of 8.04 uses of the TTS/ASR per minute.

It also shows important differences in the use of the tool depending on the user. For instance, the user who performed...
the activities of the PRO mode fastest took 19.2 minutes and the one who spent the most time took 65.1 minutes. This contrast can be observed in the rest of the modes and in the number of times they interacted with the tool. The inter-user differences affect both the number of times users make use of the ASR (253 minimum vs. 1188 maximum, calculated as the sum of the PRO and MIX \#Productions values of columns MIN and MAX, respectively), and the number of times they use the TTS (109 vs. 971 times, calculated as the sum of the EXP, DIS, PRO, and MIX \#Mand.listenings \#Productions and \#Req.listenings values of columns MIN and MAX, respectively).

The variety in the use of the tool according to differences between users is motivated by the number of repetitions that users are required to do: the more they fail activities, the more they have to repeat. Table IV details the number of successful and failing interactions per tested phoneme. The final column indicates that discrimination activities were easier than pronunciation ones: 81.2% vs. 53.5% success rate, respectively.

From Table IV we can also see that the differences between success and failure for production and discrimination activities are highly dependent on the target phoneme. The most difficult phoneme seems to be `a`; with only a 75.7% success rate for discrimination tasks and 36.2% for production tasks, with an 8.9% success rate when all productions carried out by the user are taken into account. The easiest one seems to be `i`: with a 95.1% success rate for discrimination tasks and a 37.1% for production tasks, with 37.1% success rate for all productions. These differences affect the number of times the users requested the use of the TTS for listenings: 648 for `a` vs. 77 for `i`.

Table V shows the confusion matrices between the phonemes of the minimal pair contrasts in discrimination and productions. We have included TPR (true positive rate or recall) and PPV (positive predictive value or precision) as quality indicators. In discrimination tasks, `/a/` has the lowest recall and `/æ/` the lowest precision, which means `/a/` was the hardest to predict (TPR = 75.7%) and `/æ/` the most commonly confused (PPV = 77.0%), while `/i/` got both the highest precision and recall (PPV = 87.6% and TPR = 95.1%). Concerning production tasks, the lowest precision and recall values were obtained for `/a/` (PPV = 43.1% and TPR = 36.2%), whereas the highest recall was obtained for `/i/` (TPR = 85.1%), and the highest precision for `/l/` (PPV = 73.2%).

### B. Results of the Pre-test and Post-test

In order to evaluate the degree of inter-rater variability in the scoring done by human experts in pre-test and post-test, we carried out a Kendall’s coefficient analysis. A relevant inter-rater agreement has been obtained (Kendall’s coefficient \(W = 0.493, items = 900, raters = 3, p – value = 3.1e – 19\) with a high Pearson correlation between the scores assigned to speakers by the different pairs of raters. For pre-test scores, \(r = 0.87 (Ev1|Ev2), 0.73 (Ev1|Ev3), and 0.79 (Ev2|Ev3),\)
always with $p < 0.001$; for the post-test, $r = 0.97$ (Ev1|Ev2), 0.94 (Ev1|Ev3), and 0.95 (Ev2|Ev3), also with $p < 0.001$ in all cases.

Table VI shows the mean values of the raters’ assessment of pre-test and post-test, where the $z$-score is the $z$ statistic, Ev. means human evaluator, and the p-value is 2-tailed. There are a total of 1500 scores for the experimental group (10 participants x 25 minimal pairs x 2 tests x 3 raters) and 1200 scores for the in-classroom group (8 participants x 25 minimal pairs x 2 tests x 3 raters). Since our data did not pass the Kolmogorov–Smirnoff nor Levene’s standard tests, we carried out several non-parametric tests for non-normally distributed data, in order to detect statistically significant differences. A comparison of pre-test and post-test scores, granted by the three human raters (Ev: 1,2,3), shows that there is improvement in both groups: from 0.85 to 2.59 in the experimental group and from 0.41 to 0.75 in the in-classroom group. Since pre-test and post-test contain the same words, a word-by-word comparison could be carried out between pre- and post-test realizations of the same items by each student. Here, a Wilcoxon signed-rank test found statistically significant differences between pronunciation improvement in both groups. The CAPT-group obtained a 1.74 improvement mean ($Z = -13.551; p < 0.001$), with a large effect size ($r = 0.50$); the in-classroom group obtained a 0.34 improvement mean ($Z = -4.566; p < 0.001$) with a small effect size ($r = 0.20$).

Comparisons between the two independent groups were carried out using the Mann–Whitney U test. There are no statistically significant differences in the scores of the pre-test between the experimental group and the in-classroom group ($U = 18.0, p = 0.055$) with a moderate effect size ($r = 0.46$). Thus, although the pre-test scores of the experimental group are on average higher than the scores of the in-classroom group, it cannot be stated that these two groups were heterogeneous before the experiment. However, the Mann–Whitney U test between post-test results in both groups showed significant differences ($U = 9.0, p = 0.001$), with a large effect size ($r = 0.65$). Students that used the tool, therefore, outperformed students in the in-classroom group, both in absolute terms (1.74 vs. 0.34 of improvement) and in relative terms with respect to the initial level (205% vs. 82% of improvement).

Also, correlation has been found between the objective software scores and the post-test average scores of evaluators 1, 2 and 3 of the experimental group, as shown in Fig. 4. The Pearson correlation is $r = 0.84$ for evaluator 1 ($p = 0.002$), $r = 0.86$ for evaluator 2 ($p = 0.001$), and $r = 0.79$ for evaluator 3 ($p = 0.007$). Moreover, the correlation of evaluators 1, 2, and 3 together is $r = 0.84$ ($p = 0.002$). Finally, a potential evaluator score, Ev', can be obtained from the CAPT tool score (SCORE), with an average error of 5.5% using a linear regression model (see Fig. 4):

$$ Ev' = -21.724 + 3.171 \times SCORE $$

(3)

VI. DISCUSSION

Our first research question (RQ1) was concerned with finding out whether our CAPT tool contributes to the teaching/learning of users’ pronunciation of English at the segmental level. Results clearly show that post-test scores among the tool users are significantly higher than those obtained in the pre-test; Issue 1.1 is then positively settled. As for Issue 1.2, significant differences are also observed between the performance of the students that use the tool and those who do
not. In this respect, a disclaimer is in order: neither the efficacy of the in-classroom method, nor the competence of a certified and qualified instructor have been under investigation. On the contrary, in-classroom improvement data constitutes the yardstick against which we can confirm, by way of a reinforcement of our statistical processing, the pedagogical usefulness of our CAPT. Concerning Issue 1.3, the most difficult phonemes for users were identified and it has been shown that users encounter more difficulties in activities related to production. Results suggest that discrimination and production skills are asymmetrically interrelated. Participants are usually better at discrimination (7.2 tries per user) than production (12.6 tries per user, see Table III #Tries). While a good production level seems to be preceded by a good performance in discrimination, a good discrimination does not guarantee an equally good production. The system is, therefore, sensitive to the expected difficulty of each type of activity.

Our second research question (RQ2) addressed the use of off-the-shelf TTS and ASR as pedagogical tools at the segmental level. The quality of synthetic voice in the rendering of minimal pairs seems to have been satisfactory. Participants in the CAPT condition consistently resorted to TTS models when faced with difficulties both in perception and production modes (#Req.List. rows of Table IV). Alternatively, traditional approaches to pronunciation teaching rely on real human voice (live or recorded). The process of recording clean and properly equalized model pronunciations is cumbersome and, therefore, the possibility of using synthetic voice grants unprecedented feasibility to future CAPT projects, provided that it proves to be non-obstructive to the process of learning. While we cannot assert that the quality of TTS was, by itself, responsible for pronunciation improvement, it does not seem to have affected the learning outcomes negatively [48], [50]. Despite the use of synthetic instead of natural voices in TTS, the results in terms of improvement after using our CAPT tool are comparable to those obtained by in-classroom training.

The role of ASR is even more important inasmuch as it offers diagnosis to users and triggers automatic feedback. Although current DNN techniques reach high rates of recognition [4], [66], [77], we had to carefully explore the capabilities of the ASR, for its use to be effective, by feeding it many properly and wrongly pronounced words in order to discard those that the system consistently failed to recognize or recognized even when wrongly pronounced—pronunciation experts assisted us in this prior word selection [33]. We found that the system had problems in recognizing (1) infrequent words and words rarely pronounced in one-word sentences; on the other hand, there were (2) words that would be properly identified by the system even when pronounced with L1 transferred pronunciation, probably due to a lack of likely alternatives among possible and frequent one-word sentences. Tool users performed a high number of successful interactions with an ASR system that had been previously explored and tested. We are in a position to assert that such shortcomings as environmental noise do not seem to adversely affect learning when practice words are properly selected and when the system is integrated within a well-designed CAPT. This is, we believe, a relevant issue which is logically dependent on the conclusion that our CAPT succeeds in mediating improvement. While the quality of the ASR system used by our CAPT is not causally related to improvement as an independent variable, it is enough not to constitute an impediment to improvement.

We must not forget, however, that the primary function of TTS and ASR systems is not usually pedagogical. By themselves, these instruments will not mediate learning in any particularly effective way. In order to do so, both systems must be integrated within carefully designed, research-based and well-informed teaching programs. Others have reported similar results regarding the usefulness of TTS and ASR technologies in CAPT applications. Participants in the study run by Eksi and Yesilcinar [57] registered an improvement in pronunciation using TTS in self-study websites. Liakin et al. [48] reported pronunciation improvement of liaison in L2 French after using a mobile TTS system. In the case of ASR, Neri et al. [27] proved the effectiveness of a CAPT tool that used ASR technology for training users in the pronunciation of decontextualized isolated words. In their study, the experimental group that used the tool attained a degree of improvement that was comparable to that of a control group that followed traditional, i.e., non-computerized, teacher-led training. Finally, Liakin et al. [23] reported improvement in the production of the L2 French vowel /y/ after training with a mobile ASR system. The results described in the present study and those reported in the literature confirm the view that TTS and ASR systems are ready to be used in language learning activities. In our case, the key to its effectiveness seems to lie in the sequencing of activities and the mandatory nature of corrective feedback. The system guides students to undertake a series of exercises in sequence according to theory-informed recommendations [63]. Moving forward requires success, while failure imposes revision and further practice. There is no stopping until challenges are overcome. This is, we believe, the circular dynamics ultimately responsible for improving in pronunciation. Following the method leads to improvement, as post-tests reveal.

Results show that the tool led users to carry out a significantly large number of listening, discrimination and production exercises (RQ3). With an effective and objectively registered 57% of the total time, per student, devoted to training (101 minutes out of 180), high training intensity is confirmed in the CAPT condition. Each of the users in the CAPT-group listened to a mean of 831.2 synthesized utterances and produced an average of 615.6 word-utterances (Table III), which were immediately diagnosed, triggering, when needed, automatic corrective feedback. This intensity of training (hardly attainable within a conventional classroom) implies a significant level of time investment on tasks which might constitute a relevant factor in explaining the larger gain mediated by the CAPT tool.

Participants generated valuable objective information concerning the quality of their interactions with the system. The correlation between the scores assigned by the system and those assigned by human raters shows consistency. Although automatic evaluation is not perfect, human assessment also has its weaknesses, and the evaluation of some of the speakers’ pronunciations can be a difficult task even for human evalu-
tors, which explains rating discrepancies.

A. Limitations and Further Research

Results show that the adequate integration of a pedagogically informed design, with a pre-selection of pairs, and the use of TTS and ASR technologies in a CAPT tool, may successfully complement traditional in-classroom L2 English segmental pronunciation training. Such a tool further promotes a high level of training intensity and a corresponding increase in learning. Nevertheless, an explanation of the specific role of any of those elements in isolation would require further experimentation to obtain quantitative measurements of the effect of each one. This obviously requires the comparison of the results of different controlled versions of the tool, which is left for future work.

Although the recruitment procedure described in Section IV-A provides a realistic, representative and research-operational sample, a more conventional sampling procedure (e.g., random or criteria-driven selection of a control-group) and a closer systematic monitoring of the activities of the control-group, would have allowed a deeper exploration of relevant details about the impact of using our CAPT tool. Future experimentation on a larger scale should also consider these aspects.

One of the key goals of this work was to analyze the extent to which the use of our CAPT tool provides segmental pronunciation improvement comparable to that obtained after a similarly designed and structured in-classroom training, led by an experienced instructor. Although the results give a satisfactory answer to this question, a closer comparative study between the operation and results of the tool and those of human-led instruction might help us gain a more detailed knowledge of the possibilities of CAPT.

In this study, a heuristic value of 60% success was required for progressing to new tasks (see Fig. 1) and performance below that threshold led to corrective feedback and repetition. Although such a procedure has not introduced any noticeable bias in our results, as discussed above, it would be interesting to analyze the effect of choosing different thresholds or their adaptation to different activity types and user profiles and results. This would add a promising dimension to CAPT, to be explored in future work.

In order to cope with a certain degree of latency of pronunciation improvement, the post-test was performed one week after the training sessions and contained both words that had been practiced during the sessions and fresh new words. However, the analysis of the potential generalization of this learning and its long term persistence would require further future testing, probably incorporating only new words which include the target phonemes.

VII. CONCLUSIONS

Our CAPT system and the methodological choices it implements have allowed us to reliably measure the relative pronunciation improvement of the users who trained with it. The guidelines for an ideal quantitative experiment of pronunciation training described by Thomson and Derwing [1] have been followed: we have provided enough detail about participants and the protocol followed to allow replication, we have gathered a large activity log to be statistically analyzed, and we have compared the results with a reference group.

Speech technologies have proved to be particularly useful for increasing the amount of involved participation, immediate diagnostic and guiding feedback, and model pronunciations available to the students. The tool mediates short-term improvements in pronunciation that are comparable to those achieved through in-classroom instructor-led pronunciation training. These results support the notion that novel CAPT technology might have a place in future pronunciation teaching. However, we believe that, for any technological complement to be truly effective, it must be subordinated to well-thoughtout and carefully designed methodological frameworks that also encompass human interaction. The in-classroom learning experience, with its combination of involved and distant participation, its social nature, and the intervention of adaptive human agents, is rich in ways that cannot be easily emulated by technology. Still, efficient CAPT systems, like the ones we have designed, may complement in-classroom teaching in a variety of ways: they can be used in the classroom and outside, they can be part of the student’s homework, etc. The benefits of CAPT systems are particularly worth considering when dealing with large groups of students and, consequently, low rates of involved participation.

Current TTS systems and synthetic voice have reached the point where they can be seriously considered by developers of CAPT applications who need to generate pronunciation models for isolated words. The use of ASR systems as part of CAPT tools requires a careful pre-selection of language elements (words, sentences, ...) to be included in the exercises, so as to avoid bias that could cause the system to skip pronunciation errors and/or reject acceptable pronunciations of infrequent words, and words not found in one-word sentences.
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