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Abstract
In this paper, we present the application of a novel automatic prosodic labeling methodology for speeding up the manual labeling of the
Glissando corpus (Spanish read news items). The methodology is based on the use of soft classification techniques. The output of the
automatic system consists on a set of label candidates per word. The number of predicted candidates depends on the degree of certainty
assigned by the classifier to each of the predictions. The manual transcriber checks the sets of predictions to select the correct one.
We describe the fundamentals of the fuzzy classification tool and its training with a corpus labeled with Sp TOBI labels. Results show
a clear coherence between the most confused labels in the output of the automatic classifier and the most confused labels detected in
inter-transcriber consistency tests. More importantly, in a preliminary test, the real time ratio of the labeling process was 1:66 when the
template of predictions is used and 1:80 when it is not.
Keywords: Prosodic labeling, fuzzy classifier, Sp ToBI

1. Introduction
Prosody is a component of speech that can be useful in sev-
eral applications of speech technology, as it provides in-
formation, among other things, on which parts of a mes-
sage are highlighted or accented. In Automatic Speech
Recognition, knowing whether syllable within a given word
is accented or not can help resolve lexical disambigua-
tion. In Dialog Systems, the identification of focalized or
highlighted items can be crucial in interpreting the mes-
sage from a semantic or pragmatic perspective. In Text
to Speech, the correspondence between prosodic form and
function is fundamental to determine the expressivity of the
message.
The study of these aspects, then, requires the availability
of recorded corpora with prosodic labels that identify the
acoustic segments where significant prosodic events occur.
The standard labeling process of corpora is costly in terms
of time and resources because it requires the intervention
of human coders. An additional problem is that the hu-
man factor also includes a high level of uncertainty which
can cause inconsistency across labelers (Wightman, 2002).
In order to confront these situations, we recently presented
a methodology that makes use of fuzzy sets (Escudero-
Mancebo et al., 2014). We will step forward by applying
this methodology to propose an automatic classifier which
generates ToBI labels in Spanish corpus assuming certain
degrees of uncertainty.
Spanish prosody has been the focus of research since the
seminal studies of (Navarro-Tomás, 1944). The study of
Spanish intonation has recently widen thanks to several
works carried out with the Autosegmental Metrical model
(AM) and the follow-up Sp ToBI system. The inventory
of pitch accents and tone boundaries in the intonation of
Spanish is well described (Beckman, 2002; Hualde, 2003;
Sosa, 2003; Face and Prieto, 2007), and despite the distinct
trends occurring in various dialects of Spanish, (Prieto and
Roseano, 2010) developed a common framework of anal-

ysis of the tonal patterns and prosodic structure found in
Spanish and a common set of ToBI labels to account for
them.
The Glissando corpus provides an amount of information
for prosodic studies similar to the one used in other lan-
guages, such as the Boston University Radio News Cor-
pus (Ostendorf et al., 1995), dialogues such as the Buck-
eye Corpus (Pitt et al., 2005) and spontaneous speech such
as the Corpus of Spontaneous Japanese (Maekawa, 2004).
Thus, it offers a great number of contextualized sentences
which make the inspection of some problems easier and,
as a consequence, supports improvement proposals. Cur-
rently, the Glissando project already includes a part of the
news corpus manually labelled within the Sp ToBI frame-
work.
The aim of this study is, in the first place, to explore to what
extent the commonly accepted conventions of Sp ToBI sys-
tem are suitable for labelling a large-size corpus, such as the
Glissando corpus (Garrido et al., 2013), and then propose a
tool that helps to speed up the process of prosodic labelling
by automatically proposing labels that take into account de-
grees of uncertainty.
Labeling a corpus with ToBI tags is an expensive proce-
dure. In (Syrdal et al., 2001) it is estimated that ToBI la-
beling commonly takes from 100-200 times real time. To
speed up the process, automatic or semiautomatic meth-
ods seem to be a suitable aid. (Ananthakrishnan and
Narayanan, 2008b; Rangarajan Sridhar et al., 2008) are
good examples of the state of art on non-fuzzy automatic
labeling of ToBI events. A second goal of this work is, then,
to present a new methodology that automatically proposes
ToBI labels from the acoustic detection of prosodic events,
and the application of this procedure to include Sp ToBI
labels in the Glissando corpus automatically in order to
obtain a high throughput in the production of labels.This
methodology is based on fuzzy sets and it preserves the
complexity of prosodic phenomena and the relevance of the
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CORPUS L W S Pitch Accents Boundary Tones Breaks
Sp ToBI (this work) 4 108 2 0.68/78.35% 0.70/85.05% 0.76/88.63%
Cat ToBI(Escudero et al., 2012) 10 264 4 0.462/61.17% 0.69/86.10% 0.68/77.14%
Am ToBI(fe)(Syrdal and McGory, 2000) 4 644 2 0.69 / 71% 0.84 / 86% 0.65 / 74%
Am ToBI(ma)(Syrdal and McGory, 2000) 4 644 2 0.67 / 72% 0.76 / 82% 0.62 / 74%
E ToBI(Pitrelli et al., 1994) 26 489 4 na / 68% na / 85% na / 67%
E ToBI(Yoon et al., 2004) 2 1594 1 0.51 / 86.57% 0.79/ 89.33% na / na

Table 1: Global inter-transcriber agreement results for Sp ToBI contrasted with results reported for other ToBI systems.
Columns labelled Pitch Accents, Boundary Tones and Breaks separate results according to the respective ToBI events that
have been considered. The figure in the cells are the κ index and the pairwise inter-transcriber rate (as a percentage). L is
the number of labelers, W is the size of the corpus in words and S is the number of styles. (fe) is female, (ma) is male and
(na) means the information is not available.

listener’s perception in the intonational phonology frame-
work, since it offers alternative labels enriched with asso-
ciated degrees of uncertainty. Ultimately, it is the human
transcriber who decides which of the proposed labels corre-
sponds to the perceived tone. Section 2 presents the prepa-
ration of the Sp ToBI labeled training corpus and section 3
describes the fuzzy classifier and results.

2. The training corpus
2.1. Sp ToBI manual annotations
The Glissando news subcorpus contains recordings of eight
different Spanish speakers each of them reading more than
36 news item (Garrido et al., 2013). For our purposes, two
of these speakers were chosen, taking into account differ-
ence in gender (i.e. male and female) and reading style (i.e
radio speaker and advertisement actor). The labeled cor-
pus consists of 1100s of news reading speech recorded by
two professional speakers: 12 news read by a radio profes-
sional (woman’s voice) and 12 news read by an advertising
professional (male voice).
The news data-set has been annotated using the Sp ToBI
labels proposed in (Estebas Vilaplana and Prieto, 2009; Es-
tebas Vilaplana and Prieto, 2010), with the modifications
advanced in (Elordieta, 2011). A phonologically-oriented
prosodic annotation, such as the ToBI model, requires a
wide consensus on particular aspects of a restricted speech
style, such as the reading news by professionals. In this
study, various methods of validating the consistency and
stability of the labels assigned to the corpus were con-
ducted: (i) periodical meetings to define a proposal that
applies the Sp ToBI to news reading; (ii) discussion and
resolution of differences in transcription throughout a six-
month period and (iii) validation of consistency among
transcribers with an interreliability experiment.
The results of the intertranscriber consistency test can be
seen in the table 1. Values of the kappa index between 0.6
and 0.8 like the ones we obtained are commonly consid-
ered as substantial agreement. These consistency rates are
comparable with the ones reported in similar studies for the
prosodic labeling of other corpora in different languages
(see table 1). Uncertainty exists, which is the main argu-
ment that supports the use of a fuzzy classifier.
After this, one of the transcribers participating in the con-
sistency test was recruited, and the annotation decisions

were reviewed by another expert. The annotation was not
considered definitive until the transcriber and the reviewer
reached a consensus on the labeling. The procedure was
perceptually based. The transcriber was encouraged to fo-
cus preferentially on perception. Her task consisted in lis-
tening carefully to the utterance in order to (a) mark the
subjective sense of disjuncture between each pair of words
and before each pause (break tier) and (b) mark promi-
nences and tonal events (tone tier).
The labeler concluded the transcriptions of 24 news items
that include a total of 3202 words. She marked a total
of 2058 pitch accents and 1115 boundary tones and 1029
breaks (see Table 2 for details).
Some categories show a very low number of instances, so
we decided to group them with similar types, thereby creat-
ing particular classes. To do that, we display the inter-label
distance into a Multidimesional Scaling (MDS) 2D plot fol-
lowing the perspective adopted in (Escudero-Mancebo and
Estebas-Vilaplana, 2012). This MDS map is built with the
confusion matrix of a decision tree classifier: the more the
inter-class confusion the closer the labels in the map. This
plot allows experts to make a decision regarding the dif-
ferent categories. The closest categories on the map are
good candidates to be merged into new groups. It was also
assumed that there were similarities among Sp ToBI sym-
bols, including parentheses and their corresponding coun-
terparts outside of the brackets (e.g. the samples (L+)H*
are gathered with L+H* class). (More details in (Escudero
et al., 2014)). Table 2 shows the number of samples per la-
bel. Classification rates greatly improved after performing
this clustering.
In order to train the classifiers, we have applied a multifold
approach that divides the corpus into two sections: 90%
training and 10% test.

2.2. Acoustic prosodic features
The acoustic prosodic features that have been use to train
and test the automatic labeler are similar to those reported
in other experiments (Ananthakrishnan and Narayanan,
2008b):

• Frequency features: within-word F0 range, difference
between maximum and average within-word F0, dif-
ference between average and minimum within-word
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Pitch Accent !H* H* L* L+>!H* L+>¡H* L+>H* L+!H* L+¡H* L+H* none
# 103 187 94 14 8 254 275 125 998 1144

Boundary Tone =% !H% ¡H% %H %!H H% L% LH% none
# 121 251 1 41 45 337 251 68 2087

Breaks BI 3 BI 4 other
# 811 218 2173

Table 2: Number of prosodic labels in the training corpus

F0, difference between within-word F0 average and
utterance average F0.

• Energy features: within-word energy range, difference
between maximum and average within-word energy,
difference between average and minimum within-
word energy.

• Maximum normalized vowel nucleus duration from all
of the vowels of the word. Normalization is performed
for each vowel type.

• Part of speech (POS): we used the POS tags that
were automatically obtained using FreeLing, an
open source language analysis tool suite (Padró and
Stanilovsky, 2012). The EAGLES tag set for Spanish
was used.

In order to model the temporal evolution of the pitch con-
tour, we have also used Tilt (Taylor, 2000) and Bézier (Es-
cudero et al., 2002) features, as described in (Gonzalez-
Ferreras et al., 2012):

• Tilt has its origin in the need to represent the relevant
movements of the pitch contours in text-to-speech ap-
plications (Taylor, 2009). The Tilt parameters are ob-
tained by a combination of RFC parameters, with a nu-
merical approximation of the prosodic events. (Anan-
thakrishnan and Narayanan, 2008a; Rosenberg, 2009).

• Bézier parameters are obtained as an approximation
of the pitch contours with Bézier functions (Escud-
ero and Cardenoso, 2007). The minimum square fit-
ting approximation technique is used to represent the
shape of the F0 contour along a given reference unit.
The control points of the spline are the parameters that
project the temporal evolution of the pitch contour. In
this work, we use 4 points as Bézier parameters. The
Bézier approximation has similarities with other pro-
posals such as quantified contour modeling (Rosen-
berg, 2010). Both proposals have the advantage of
allowing an increase in the number of parameters, in
terms of the required accuracy.

The use of context features can significantly improve
the classification results, as has been previously reported
(Gonzalez-Ferreras et al., 2012; Levow, 2005; Rosenberg
and Hirschberg, 2009). The inclusion of all of the features
from the previous and following words will result in too
many features. Thus, we decided to select the features to

model the context using the Correlation-based Feature Se-
lection (CFS) algorithm (Hall, 1998). We used 18 features
for each word, without the use of context. The CFS algo-
rithm selected 8 features to model the context, as described
in (Gonzalez-Ferreras et al., 2012). We tried different con-
figurations, and the best configuration was using 2 previous
words and 2 following words as context. The experiments
reported in this paper used this configuration.

3. The automatic fuzzy labeling tool
operation

As shown in (Gonzalez-Ferreras et al., 2012), binary clas-
sifiers provide high accuracy labeling results. Thus, we
propose to combine binary classifiers using pairwise cou-
pling in order to achieve better accuracy results in the com-
plex multi-class automatic labelling problem. Three dif-
ferent classifiers (neural networks, decission trees and sup-
port vector machines) are used to provide scores to be com-
bined in the final decission stage, where the outputs of these
three classifier modules are combined using the compre-
hensive fuzzy technique proposed in (Escudero-Mancebo
et al., 2014). As a result, the fuzzy classifier provides a
list of candidate labels for each word, and each label has
a numerical certainty level attached. Precise details about
specific aspects of the fuzzy labeling technique are included
in (Escudero-Mancebo et al., 2014). Here, we summarize
the essential parts of that technique to help understanding
the approach followed in this paper.
Given an input vector x and a set of labels L = {l1 . . . lC},
classic pattern recognition assigns a unique label l∗ to x.
The classification rule selects the label l∗ which maximizes
the posterior probability:

l∗ = argmax
l
P (l|x) (1)

The objective of fuzzy classification is to obtain member-
ship values µi as an estimation of P (li|x). This vector of
membership values µ = µ1 . . . µi . . . µC is used in the de-
cision making process.
The pairwise coupled approach basically divides a given
multiclass classification problem into a number of binary
classification sub-problems, from which the results must be
combined to obtain the final classification result (Hastie and
Tibshirani, 1998; Wu et al., 2004). According to this ap-
proach, let us refer by P̂ (li|x, λkli,lj ) to an estimation of the
probability P (y = li|x, y = li ∨ lj), where li and lj are
two different prosodic labels; x is the input of the classifier
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(the prosodic features); y is the class label; and λkli,lj is a
pairwise classifier of type k (in our case, k = 1 for a neural
network, k = 2 for a decision tree, or k = 3 for a support
vector machine) that is trained to separate classes li and lj .
There are as many classifiers as there are combinations of
pairs of C classes: C·(C−1)

2 . Each classifier, λkli,lj , pro-

vides the posterior probability estimations P̂ (li|x, λkli,lj )
and P̂ (lj |x, λkli,lj ).
In order to combine the results of the pairwise classifiers
of type k, we followed the approach described in (Hastie
and Tibshirani, 1998), which generates multiclass proba-
bility estimates from a combination of outputs of the pair-
wise binary classifiers. The iterative algorithm tries to min-
imize the Kullback-Leibler distance between the estima-
tion of the probablity P (li|x, λkli,lj ) and P̂ (lj |x, λkli,lj ) and
the values jointly predicted for it by the different classi-
fiers. The algorithm provides an estimation of the proba-
bilities P (li|x, λk) for each classifier λ1 . . . λk . . . λM , and
for each class l1 . . . li . . . lC .
Thus, each classifier λk takes the vector x ∈ R as the input
and generates a C-dimensional vector at the output:

µk(x) = [µk
1(x), ..., µ

k
C(x)] (2)

where µk
i (x) is the degree of support from the classifier k

to the hypothesis that the instance x comes from the class
li. The outputs of the M classifiers can be expressed in a
decision profile (Kuncheva et al., 2001):

DP (x) =


µ1
1(x) .... µ1

i (x) ... µ1
C(x)

... ... ... ... ...
µk
1(x) .... µk

i (x) ... µk
C(x)

... ... ... ... ...
µM
1 (x) .... µM

i (x) ... µM
C (x)

 (3)

The next step is to combine the results of the M indepen-
dent classifiers. In this work we use the product combina-
tion and the fuzzy integral techniques.
The product combination (Kittler et al., 1998) calculates the
support for class li using the ith column of DP (x):

µi(x) =

M∏
k=1

µk
i (x) (4)

The fuzzy integral technique is described in (Grabisch,
1995; Grabisch and Sugeno, 1992) and has been used to
combine classifiers in several contexts (Benediktsson et al.,
1997; Cho and Kim, 1995a; Cho and Kim, 1995b; Gader
et al., 1996; Verikas et al., 1999; Wang et al., 1998). The
support for the class li, µi(x) is the compromise between
the competence of the classifier represented by the measure
g and the evidence represented by the ith column of the de-
cision profileDP (x). When the fuzzy integral algorithm is
applied, a fuzzy set is obtained µ(x) = µ1(x), ..., µC(x),
µi being an estimation of P (li|x).
Finally, after applying the α-cuts algorithm (see (Escudero-
Mancebo et al., 2014) for details), we have µα(x) =
µ1α(x), ..., µCα(x), so that µiα ∈ {0, 1}, and three situ-
ations can occur:

1. µiα(x) = 0 ∀i ∈ 1..C. The classifier is not able to
assign any label to x because the evidence is not high
enough.

2. ∃i so that µiα(x) = 1 and µjα(x) = 0 ∀j ∈ 1..C, j 6=
i. The classifier assigns only one label to x.

3. The rest of the cases in which the fuzzy classifier in-
terprets that more than one label could be assigned to
the input prosodic unit x.

The classifier fails when the unit x has been labeled as l in
the testing corpus, but µlα(x) = 0. The results presented
in the following sections are interpreted taking into account
the three possible situations.

4. Results
4.1. Classification recall
Table 3 (upper sub-table) shows the different labelers’ au-
tomatic classification recall to identify the categories of
boundary tones. The description of the pitch accents and
breaks labeling performance is omitted in this paper due to
the lack of space. Some of the classifiers seem to be spe-
cialized in the identification of certain labels (e. g. the
SVM classifier outperforms the rest of classifiers in the
identification of the L% boundaries: 88.8% vs. 81.9% and
84.3%). The product fusion strategy (Gonzalez-Ferreras et
al., 2012) benefits from this fact and results in a better over-
all performance: 81.2% vs 79.9%, 76.4% and 78.3%
Table 3 (lower sub-table) compares the results obtained us-
ing the product fusion strategy with ones obtained with the
fuzzy integer strategy. The recall metric used in the fuzzy
classifiers differs from the one used in the non-fuzzy clas-
sifiers. Fuzzy classifiers can assign more than one label to
each word so that in positive cases the correct label belongs
to the predicted set of labels. On the other hand, a nega-
tive case implies that the correct label is not in the set of
predicted labels. As can be seen in the table, the proper
selection of the α-value permits to obtain a performance
clearly higher than the one obtained in the non-fuzzy ver-
sions. The tuning of the α-value is a crucial task as it has
important implications both in the classification recall and
in the number of predicted labels per word.
In the right side of the Figure 1, α = 0 implies Total Re-
call = 100%; in the left side of the Figure, α = 1 implies
Total Recall = 0%. The reason is that α = 0 (null cer-
tainty) implies that all the labels are predicted. In between
these extreme points, a compromise can be found between
the recall and the mean number of predicted labels. The red
line of the plot (% Fails), has a local maximum at αmax that
has to be avoided. We select in this case α = 0.38 < αmax

because the recall increases at the time that the % Empty
output is zero. Decreasing the number of empty predic-
tions is important in our scenario because we implement a
system to support manual transcribers who check the auto-
matic predictions and we estimate that the revision of the
predicted labels is less expensive than coding.
Table 4 analyzes the behavior of the automatic labeler in
the neighborhood of the local maximum of the curve % of
Fails in Figure 1. The classifier predicts only one label per
word most of the time (75%). The amount of words without
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Classifer L% H% =% !H% LH% none Total
Decision Tree (DT) 84.3% 54.3% 12.5% 25.5% 34.7% 92.2% 78.3%
Support Vector Machine (SVM) 81.9% 55.2% 29.5% 41.4% 40.3% 86.7% 76.4%
Neural Network (NN) 88.8% 56.6% 17.9% 28.5% 40.3% 92.9% 79.9%
Product Fusion 88.4% 61.3% 14.3% 38.5% 41.7% 93.1% 81.2%

Classifer L% H% =% !H% LH% none Total
Product Fusion 88.4% 61.3% 14.3% 38.5% 41.7% 93.1% 81.2%
Fuzzy Integer Fusion α=0.5 83.5% 44.8% 3.6% 17.2% 27.8% 90.3% 74.8%
Fuzzy Integer Fusion α=0.35 95.2% 77.0% 39.3% 57.7% 55.6% 97.1% 88.8%
Fuzzy Integer Fusion α=0.32 96.0% 80.4% 44.6% 61.5% 63.9% 97.8% 90.4%
Fuzzy Integer Fusion α=0.2 96.8% 88.5% 58.9% 78.7% 76.4% 99.2% 94.4%

Table 3: Recall of the boundary tone labeling task using different classifiers and different combination techniques
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Figure 1: Evolution of total classification rate and mean
number of labels in terms of α in the boundary tone labeling
task.

predictions is close to zero. Only 2% of the predictions has
more than two labels per word. When the classifier predicts
two or more labels per word, the recall is very high (only
4% of incorrect predictions). This rates gives the manual
transcriber a high degree of confidence in the presence of
the real label inside the predicted set of labels, speeding up
the revision process.

4.2. Decision template
The predictions of the fuzzy classifier are visualized in a
multi-tier window, aligned with the corresponding prosodic
event (pitch accents aligned with the stressed syllables, tone
boundaries aligned with the end of the word) (see figure 2).
The advantage of the fuzzy classifier when compared with
conventional classifiers is that it can provide more than one
label per prosodic unit as a function of the uncertainty of the
predictions. Each tag is accompanied by a numeric value
in the [0,1] interval: a higher value represents bigger cer-
tainty. At this point, it should be noted that the procedure,
according to the fuzzy sets theory, is not based on proba-
bilities since the degrees of certainty can sum up to more
than 1: the fact that three labels are proposed is not equiv-
alent to say that they represent three alternatives summing

for a probability 1, since the degree of certainty is indepen-
dently assigned for each category. This explains the fact
that even when only one tag is predicted, it is not necessar-
ily accompanied by complete confidence (marked with 1).
On the other hand, having more than one tag in the output
represents a difficult situation in which more than one label
evidences a degree of certainty over the threshold set by the
α-cut.

It can be seen in figure 2 that each word is labeled with
a different number of tags. Each of the tags is associated
with a degree of certainty in the [0,1] interval and tags are
ordered from the highest to the lowest degree. In the exam-
ple, the most certain decision is the label “none” (absence
of pitch accent) assigned to the word “las” (the): only one
label is assigned and the degree of certainty is 0.8. On the
other hand, the most uncertain decision corresponds to the
pitch accent of the word “veladas” (evenings), where three
different labels are proposed as candidates. Moreover, the
figures assigned to this word go from 0.5 to 0.34, which are
significantly lower than the 0.8 assigned to the word “las”
(the).

The fuzzy classifier results were checked by a human tran-
scriber. She reviews the template generated by the system
and selects the right choice on this template. If none of the
candidate labels is the right one, the transcriber has to enter
it. The example in figure 2 illustrates three different type of
situations that the transcriber has to deal with. Firstly, in the
case of the pitch accent associated to the stressed syllable
of the word “volumen” (edition), the fuzzy classifier offers
a unique solution L+H*, but with a low degree of certainty,
0.51. In this case, the human labeler checks if the solution
is the right one according to his/her perception and marks
it with (+). If that is not the case, the transcriber writes a
new option. Secondly, concerning the boundary tone asso-
ciated to the final syllable of the word “volumen” (edition),
the fuzzy classifier proposes three candidates: the absence
of break (none (0.39)) and the choice between two bound-
ary tones that are conceptually similar, H% (0,43) and !H%
(0.43). This example shows the interaction between the
break level and the tone level in the ToBI system. Once
the labeler decides that there is a prosodic break, he/she has
to decide if the boundary tone is high (H%) or mid (!H%).
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α = 0.65 α = 0.50 α = 0.35 α = 0.38 α = 0.20
#labels incorr. correct incorr. correct incorr. correct incorr. correct incorr. correct

0 28% 0% 15% 0% 0% 0% 0% 0% 0% 0%
1 5% 68% 10% 74% 6% 66% 7% 68% 2% 55%
2 0% 0% 2% 1% 5% 19% 4% 18% 2% 20%
3 0% 0% 0% 0% 0% 4% 0% 2% 2% 15%
4 0% 0% 0% 0% 0% 0% 0% 0% 0% 4%

Total 33% 68% 25% 75% 11% 89% 11% 88% 6% 94%

Table 4: Rates of correctly classified samples (boundary tone labeling task) and incorrectly classified samples in terms of
the number of labels assigned using the fuzzy classifier with different values of α.
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none (0.39)

Figure 2: Multi-tier prediction interface that allows a human labeler to check the output of the automatic fuzzy classifier.
The reviewer selects the label that she considers the correct one from a set of limited alternatives. In this sample utterance,
the predicted labels have been generated by the fuzzy classifier. Word and syllable segmentation appear in the upper tiers.
(T means tonic syllable). The six bottom tiers correspond to the predicted pitch accent and boundary tones labels. In
parenthesis is the degree of support of the decision resulting from the fuzzy classifier. The symbol “+” after the parenthesis
is inserted by the reviewer for marking the correct label.

Acoustically, there are no clear differences between the nu-
clear accent associated to the word “volumen” and its final
accent, but since a decrease of the tonal range is perceived
at the end of the word, the transcriber selects the second
option, that is, !H% (0.43). Thirdly, the fuzzy classifier
proposes a tone with differences in alignment (which has
been demonstrated as phonologically relevant in Spanish,
see (Face and Prieto, 2007)) for the pitch accent associ-
ated to the stressed syllable of the word “recoge” (collects):
L+H* (0.61) and L+>H* (0.38). The transcriber rejects the
displaced tone since the peak is within the stressed syllable.
Consequently, the first option, with a higher degree of cer-
tainty L+H* (0.61) is marked with a + sign.

4.3. Performance of the template revision
Tuning of the α-cut value is crucial for a correct system op-
eration. The lower the value of the α-cut, the higher the
number of positive cases (a positive case occurs when the
right label is in the set of predicted labels, computed as the
soft-classification rate in (Escudero-Mancebo et al., 2014)).
For the reviewer, it is important to know that the probabil-

ity of having the real label in the set of candidates is really
high because the number of corrections will be potentially
low. But, on the other hand, increasing the number of labels
will make the selection of the correct one harder. In our
case, in the training stage we obtained soft classification
rates of 82% for pitch accents and 88% for boundary tones.
These rates are clearly higher than the accuracy rates that
we obtain in classic non-fuzzy classification (69.2% and
81.2% respectively). This increase in classification rates
is expected to improve the performance of the reviewing
process.
First results report that in most cases (81.8% for boundary
tones and 72.6% for pitch accents) the labeler’s option is
the first candidate. Only 9.2% of the boundary tones needed
and 13.5% of the pitch accents labels needed to be edited.
The consequence is that the labelling speed is increased. In
a preliminary test, the real time ratio (Syrdal et al., 2001)
of the labeling process was 1:66 when the template of pre-
dictions is used. This ratio contrasts with the one obtained
without any supporting template which was 1:80.
The multi-label approach is a useful method to represent
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the uncertainty that characterizes the prosodic labeling. It is
again demonstrated (as in (Escudero-Mancebo et al., 2014)
when the methodology has been applied to the Boston Ra-
dio News Corpus) that the label candidates proposed by the
fuzzy classifier are the ones on which human labelers do
not usually agree. In (Escudero-Mancebo et al., 2014) can
be found a detailed analysis of these cases.

5. Conclusions and future work
In this paper, an automatic prosodic labeling system is de-
scribed. The system is based on the use of pairwise classi-
fication and fuzzy integral expert fusion aggregation tech-
niques. The system has been trained and tested for predict-
ing SP ToBI labels in the Glissando corpus. The novelty
with respect to other approaches is that the system predicts
more than one label per word. A human transcriber is re-
sponsible for the selection of the correct label.
We have evaluated the performance of the automatic labeler
by comparing the labeling speed of a human transcriber
when she uses the predictions of the system or not, obtain-
ing encouraging results.
The predicted labels are annotated with a degree of cer-
tainty that represents the confidence of the system on as-
signing the label. This certainty degree mimics in some
way the doubts that human transcribers also manifest in the
annotation processes. Indeed, the most confused pair of
labels that appear in the inter-transcriber tests are also the
most frequent pair of labels in the revision template.
The revisions of the automatic labels are used to retrain the
system in order to obtain more accurate predictions. Our
present concern is the definition of appropriate metrics that
permit to contrast the goodness of the reviewing-retraining
iterative process.
A friendly interface is crucial on the improvement of the
revision performance. We profit the revision process to ob-
tain feedback from the transcriber that permits to improve
the revision template interface.
The Sp ToBI labels (both the manual and the automatic
ones) are freely available in the web page of the Glissando
project1. And we expect to be distributed in the framework
of the Reciprosody project2.
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